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Abstract 
Artificial intelligence and visual recognition are rapidly becoming transformative technologies 

through the widespread availability of digital cameras, computation power and big data. Nowadays 

big data is increasingly more image data. Most recent progress in computer-based visual recognition 

heavily relies on machine learning methods trained using large scale datasets annotated by humans, 

according to a general view of relevant visual `tasks’ like image classification, visual object detection, 

semantic segmentation, or 3d pose reconstruction. While such data has made advances in model 

design and evaluation possible, it does not necessarily provide insights into those intermediate levels 

of computation, or deep structure, perceived as ultimately necessary in order to design reliable 

computer vision models that could operate in the real world, unconstrained. This is noticeable in the 

accuracy of state of the art systems trained with such annotations, which still lag significantly behind 

human performance in similar tasks. Nor does the existing data makes it immediately possible to 

exploit insights from a working system - the human eye - to derive potentially better features, 

models or algorithms. 

In this talk I will present perceptual and computational insights resulted from the analysis of large-

scale human eye movement datasets collected in the context of visual recognition tasks. I will show 

that computational attention models (fixation detectors, scan-paths estimators, weakly supervised 

object detector response functions and search strategies) can be learned from human eye 

movement data, and can produce state of the art results when used in end-to-end automatic visual 

recognition systems. I will conclude by reviewing some of the main mathematical challenges in 

making future progress and discuss several promising new research directions in the area of deep 

layered networks and reinforcement learning. 
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